File System Performance Considerations

Directory Performance

The number of files and directories within each directory (i.e. direntries) can make a very big difference to performance on optical media. The effect of directory size is explained below for each filesystem. 

One feature common to all the filesystems is that only the direct children of a directory determine its performance normally. A large tree of subdirectories will generally not affect the performance of a parent directory. There are exceptions to this rule, though - certain awkward applications (like some versions of Windows Explorer) have a habit of looking into subdirectories before they are needed. These applications will often trigger much worse performance than would otherwise be expected. 

1. Plasmon FS

Plasmon FS is a simple filesystem with a hierarchical directory structure. Each directory (including the root directory) will slow down dramatically as the number of entries (both files and child directories) within that specific directory rises. RW media is best for Plasmon FS, as directory sectors can be overwritten directly when changes are made. On WO media, Plasmon FS scales less well as each set of changes means that directory sectors must be copied elsewhere on the disk. Plasmon FS stores WO directory sectors in small clusters on the disk, which reduces the performance penalty compared to single sectors (as in UDF). 

The recommended maximum number of directory entries in Plasmon FS depends on the sector size of the media. Plasmon directory entries are quite small (fixed at 56 bytes, regardless of filename length). 

On RW, large-sector media will give best performance, up to a size of a couple of sectors (e.g. ~300 dir entries in 2 UDO sectors, or ~72 dir entries on DVD-RAM). Performance will tail off as numbers rise beyond those. 

On WO media, large-sector media should again generally be faster than large-sector media, as there is a better chance of directories being written contiguously. However, as the number of directory changes grow, directory performance falls off markedly. Directories taking more than one sector will be quite slow, so ideally try to keep numbers below ~150 entries on UDO or ~35 on DVD-RAM. Beyond that, the smaller the directory size the better. 

On Plasmon, the root directory is not special - it's just another directory in terms of performance and limitations. 

2. UDF

UDF is a (slightly) more advanced filesystem, again with a hierarchical directory structure. Just like Plasmon FS, the number of direct children in a directory determines the performance that will be seen. UDF should be about as fast as Plasmon FS on RW media, but on WO media will probably be much slower. UDF on WO needs a directory sector move for every change, but does not cluster directory metadata in the same way as Plasmon so it will often be much slower for large directories. UDF directory entries are variable-sized: 

38 bytes + the length of the filename, padded up to a multiple of 4 bytes 

Small filenames will see UDF being more space efficient than Plasmon, but larger filenames will use up directory space very quickly. Currently-released versions of UDF (up to version 7) have a known bug in the way they manipulate directories, meaning that performance drops off with the square of the number of directory entries. Hence, the smaller the number of direntries, the better! A new version of UDF code has a fix for this, which should boost performance to more acceptable levels. 

On RW media, this is the limiting factor on directory performance. Keeping directories below a couple of hundred entries should be reasonable; thousands of direntries for now will be horrendously slow. 

On WO media, UDF will always be slow; the standard-defined way of driving WO in UDF mandates slow, inefficient directory layouts. Every change means that a new directory sector must be written, and these are laid out across the disk. To read back a large directory (either to look something up or to change an entry) can mean reading hundreds of scattered sectors in a long chain. Again, try to limit the number of files as much as possible - directories taking less than a sector are best if possible. 

On UDF, the root directory is not special - it's just another directory in terms of performance and limitations. 

3. Archive FS

Archive FS is an advanced log-structured filesystem with rather different directory semantics. Instead of a fully hierarchical layout for directories, directories themselves are implicit, derived from the changes ("deltas") to their children. AFS is always a WO filesystem, even if used on a RW disk; it will never reclaim space when files are changed or deleted. 

In performance terms, AFS should continue to be very fast when creating and writing files, regardless of the number of files / deltas that are already stored on the disk. However, readback will slow down as the number of deltas in each directory grows. There is an internal cache within AFS that will mask this slowdown - see the archive_delta_cache_size setting within the MANAGER.CFG file. 

On Archive, the root directory is slightly special - it's just another directory in terms of performance and limitations, except for in one case. At mount time, Archive FS will scan the root directory for consistency. Therefore, if the root directory is large a disk may take a long time to mount. 
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